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15. Differentials

We have seen already in Proposition 10.11 that (formal) differentiation of functions is useful to
compute the tangent spaces at the (closed) points of a variety X . We now want to introduce this
language of differentials in general. The idea behind this is that the various tangent spaces TPX for
P ∈ X should not just be independent vector spaces at every point, but rather arise as the fibers of
one globally defined tangent sheaf on X , as already motivated in Example 13.1.
To construct this tangent sheaf rigorously, we will restrict to the case of varieties as we have defined
the notions of tangent spaces and smoothness only in this case. In particular, there will always be a
fixed algebraically closed ground field K in this chapter. As the tangent sheaf that we are going to
construct will be quasi-coherent, let us first define a suitable module over the coordinate ring R of
an affine variety. The following notion of differentials captures the formal properties that we would
expect from the differentiation of functions in this case.

Definition 15.1 (Differentials). Let R be a K-algebra. We define ΩR to be the free R-module gener-
ated by formal symbols d f for all f ∈ R, modulo the relations

• d( f +g) = d f +dg for all f ,g ∈ R;
• d( f g) = f dg+gd f for all f ,g ∈ R;
• d f = 0 for all f ∈ K.

The elements of ΩR are called differentials of R.

We can thus consider d as a map that sends an element f ∈ R to its differential d f ∈ ΩR. Note
however that, because of the rule for the differentiation of products, this map d : R→ ΩR is only
K-linear but not an R-module homomorphism — although both R and ΩR are R-modules.

Remark 15.2 (Differentiation of regular functions on affine varieties). In Definition 15.1, we have
constructed differentials in ΩR for a K-algebra R so that they satisfy the standard rules for the dif-
ferentiation of sums, products, and constants. In fact, if we pass to quotients in a localization RP at
a prime ideal P ∈ SpecR, the standard rule for the differentiation of quotients holds as well: In ΩRP ,
we have

0 = d
(

1
f
· f
)
=

1
f

d f + f d
1
f
, hence d

(
1
f

)
=− 1

f 2 dg, and thus d
(

g
f

)
=

1
f

dg− g
f 2 d f

for all f ∈ R\P and g ∈ R.
This computation also shows that the differential of a quotient g

f can be expressed as an RP-linear
combination of the differentials d f and dg of elements of R, and thus that ΩRP

∼=(ΩR)P. In particular,
it follows that on an affine variety SpecR there is also a well-defined notion of differentiation of
regular functions (given by elements of RP for all P∈ SpecR by Definition 12.16) that yields sections
of the quasi-coherent sheaf Ω̃R (given by elements of (ΩR)P by Definition 14.1). Hence we could
say that d extends to a map of sheaves d : OSpecR→ Ω̃R; but note again that this is not a morphism
of sheaves of modules as it does not commute with products.
In the following, we will often also use the differentiation operator d in this extended version without
further notice.

Example 15.3.
(a) Let R = K[x1, . . . ,xn] be the polynomial ring. By the rules of differentiation imposed in

Definition 15.1 we have d f = ∑
n
i=1

∂ f
∂xi

dxi for all f ∈ R, so ΩR is generated by dx1, . . . ,dxn

as an R-module. Moreover, there are no further relations among these differentials, so

ΩR = Rdx1⊕·· ·⊕Rdxn
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is in fact a free R-module of rank n, with basis the differentials of the coordinates.

(b) More generally, consider the coordinate ring R = A(X) = K[x1, . . . ,xn]/I(X) of an affine
variety X ⊂ An. As in (a), ΩR is then still generated by dx1, . . . ,dxn as an R-module, but in
addition for all f ∈ I(X) we have f = 0 in R, and hence also d f = 0. It suffices to impose
these conditions for generators of I(X), and thus we obtain

ΩR = Rdx1⊕·· ·⊕Rdxn

/〈 n

∑
j=1

∂ fi

∂x j
dx j : i = 1, . . . ,m

〉
for I(X) = 〈 f1, . . . , fm 〉.

In particular, for a (closed) point P ∈ X , i. e. a maximal ideal PER (so that R/P ∼= K), we
have

ΩR⊗R R/P = K dx1⊕·· ·⊕K dxn

/〈 n

∑
j=1

∂ fi

∂x j
(P)dx j : i = 1, . . . ,m

〉
,

which by (the proof of) the Jacobi criterion in Proposition 10.11 is just the dual (TPX)∨ of
the tangent space TPX . As motivated in the introduction to this chapter, this means in the
language of Remark 14.15 (b) that we have constructed a quasi-coherent sheaf Ω̃R on X
whose fiber at every point P is precisely the dual of the tangent space TPX .

We now have to globalize this construction to a quasi-coherent sheaf on an arbitrary variety. Un-
fortunately, Definition 15.1 does not glue very well, so we have to give an alternative description of
differentials first. Similarly to the definition of the pull-back of sheaves in Construction 14.14 (b), its
only purpose for us is to show the existence of a sheaf of differentials in the general case; for actual
(local) computations we will always use the module ΩR from above.

Lemma 15.4 (Alternative description of ΩR). Let R be a K-algebra. We consider the map

δ : R⊗K R→ R, f ⊗g 7→ f g

and set J := Kerδ . Then J/J2 is an R-module isomorphic to ΩR.

Proof. Note first that R⊗K R is an R-algebra in two ways, by multiplication in the left and in the
right factor. For both choices, J2 is well-defined as the R-submodule of J generated by all products
f g with f ,g ∈ J. But in fact, in the quotient J/J2 both R-module structures coincide, since for all
h ∈ R and ∑

n
i=1 fi⊗gi ∈ J we have

n

∑
i=1

( fi⊗hgi−h fi⊗gi) =
n

∑
i=1

( fi⊗gi) · (1⊗h−h⊗1)︸ ︷︷ ︸
∈J

∈ J2.

For this R-module structure of J/J2 it is now straightforward to check that the maps

J/J2→ΩR,
n

∑
i=1

fi⊗gi 7→ fi dgi

and ΩR→ J/J2, d f 7→ 1⊗ f − f ⊗1

are well-defined R-module homomorphisms and inverse to each other. �

Construction 15.5 (Cotangent sheaf). Let X be a variety. By Definition 5.17, the diagonal ∆X is
then a closed subvariety of X×X isomorphic to X . We denote by i : X ∼= ∆X → X×X the inclusion,
and by I := IX/X×X its ideal sheaf on X×X as in Lemma 14.8.

Note that in the affine case X = SpecR the inclusion i corresponds to the ring homomorphism δ of
Lemma 15.4, the ideal sheaf I is the sheaf associated to its kernel J, and pulling back I /I 2 by
the map i considers J/J2 as an R-module. Hence, for a general variety X we define the cotangent
sheaf of X as

ΩX := i∗(I /I 2).

By construction, Lemma 15.4 then means that ΩX restricts to the sheaf Ω̃R on an affine open subset
SpecR of X .
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If X is a smooth variety of pure dimension n we know by Lemma 10.9 that all tangent spaces TPX
for P ∈ X (and hence also all cotangent spaces (TPX)∨) have dimension n. Hence, we would expect
ΩX to be a vector bundle of rank n in this case. Let us prove this now, so that we can then define the
tangent bundle as its dual bundle.

Proposition 15.6. Let X be a variety of pure dimension n. Then ΩX is locally free of rank n if and
only if X is smooth.

Proof.

“⇒” If ΩX is a vector bundle of rank n then its fiber at any point P ∈ X , i. e. by Example 15.3 (b)
the cotangent space (TPX)∨, has dimension n. By Lemma 10.9 this means that P is a smooth
point of X .

“⇐” Now let us assume that X is smooth, and let P ∈ X . We may assume that X ⊂ Ar is affine,
with coordinate ring R = A(X) = K[x1, . . . ,xr]/〈 f1, . . . , fm 〉. As in Example 15.3 (b) we then
have

(TPX)∨ = K dx1⊕·· ·⊕K dxr

/〈 r

∑
j=1

∂ fi

∂x j
(P)dx j : i = 1, . . . ,m

〉
.

As this vector space has dimension n by assumption, the Jacobian matrix J(P) =
(

∂ fi
∂x j

(P)
)

i, j
at P has rank r− n. Without loss of generality we may assume that the submatrix of J(P)
given by the last r−n rows and columns has a non-zero determinant. This means that the dif-
ferentials dxn+1, . . . ,dxr in (TPX)∨ can be expressed as a linear combination of dx1, . . . ,dxn
(and that dx1, . . . ,dxn are a basis of (TPX)∨).

Now let U ⊂ X be the open neighborhood of P consisting of all points Q such that the sub-
matrix of J(Q) of the last r−n rows and columns has a non-zero determinant. Then, in the
same way as above, for all Q∈U the differentials dxn+1, . . . ,dxr in (TQX)∨ are a linear com-
bination of dx1, . . . ,dxn. Consequently, the differentials dx1, . . . ,dxn then generate (TQX)∨,
i. e. we have dim(TQX)∨ ≤ n. But the opposite inequality always holds by Remark 10.2 (c),
so we conclude that the differentials dx1, . . . ,dxn actually form a basis of the cotangent space
at all points Q ∈U . Hence

ΩX |U = OU dx1⊕·· ·⊕OU dxn,

i. e. ΩX is locally free. �

Definition 15.7 (Tangent and canonical bundle). Let X be a smooth variety of pure dimension n.

(a) The tangent sheaf or tangent bundle of X is defined to be TX := Ω∨X ; by Example 14.19 (b)
and Proposition 15.6 it is a vector bundle of rank n.

(b) The canonical bundle of X is the line bundle ωX := ΛnΩX .

The importance of the cotangent, tangent, and canonical bundle stems from the fact that these bun-
dles are canonically defined (hence the name) for any smooth variety. This gives e. g. powerful
methods to show that two varieties are not isomorphic: If, for example, we have two varieties whose
cotangent bundles have different properties (say their spaces of global sections have different dimen-
sions), then these varieties cannot be isomorphic. We will explore this idea later (see Remark 15.13
and Example 16.16), but first let us see how these bundles can actually be computed in some of the
most important cases, namely for projective spaces and their hypersurfaces. In both these cases they
are determined by exact sequences in terms of other bundles that we already know.

Proposition 15.8 (Euler sequence). For all n ∈ N>0 the cotangent bundle of Pn is determined by
the exact sequence

0→ΩPn → OPn(−1)n+1→ OPn → 0,

where OPn(−1)n+1 stands for the direct sum of n+1 copies of the twisting sheaf OPn(−1).
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Proof. Let us first construct the two morphisms f : ΩPn →OPn(−1)n+1 and g : OPn(−1)n+1→OPn

in the sequence. To motivate the definition of f , consider for i, j ∈ {0, . . . ,n} with i 6= j the regular
functions xi

x j
on U j := {x ∈ Pn : x j 6= 0} ⊂ Pn. If xi and x j were regular functions themselves, we

would have by Remark 15.2

d
(

xi

x j

)
=

1
x j

dxi−
xi

x2
j

dx j. (∗)

But of course xi and x j are not well-defined functions, so it seems that this equation does not make
sense since dxi and dx j do not exist. However, if we denote the n+ 1 components of OPn(−1)n+1

by the formal symbols dx0, . . . ,dxn we can use the idea of (∗) to define the morphism f by

f : ΩPn → OPn(−1)n+1, d
(

xi

x j

)
7→
(

0, . . . ,0,
1
x j︸︷︷︸

component i

,0, . . . ,0, − xi

x2
j︸︷︷︸

component j

,0, . . . ,0
)
.

In fact, as d
( xi

x j

)
for i = 0, . . . ,n with i 6= j generate ΩX |U j by Example 15.3 (a) this completely

determines a morphism of sheaves of modules, and the standard rules of differentiation ensure that
it is well-defined, i. e. that d

( xi
xk

)
= d
( xi

x j
· x j

xk

)
and xi

x j
d
( x j

xk

)
+

x j
xk

d
( xi

x j

)
map to the same element —

which is easily verified directly. Finally, the morphism g is simply defined by

g : OPn(−1)n+1→ OPn , (ϕ0, . . . ,ϕn) 7→ ϕ0x0 + · · ·+ϕnxn.

It is now just straightforward commutative algebra to check that the sequence of the proposition
is exact: By Lemma 13.21 we can do this on each U j, so without loss of generality on U0, where
x1, . . . ,xn are affine coordinates and x0 = 1. By the above definition of the morphisms we have
f (dxi) = dxi− xi dx0 in these coordinates, and hence the matrices over K[x1, . . . ,xn] corresponding
by Lemma 14.7 to f and g are

A =


−x1 · · · −xn

1
. . .

1

 and B =
(
1 x1 · · · xn

)
,

respectively. But for these matrices it is checked immediately that KerA = {0}, ImA = KerB, and
ImB = K[x1, . . . ,xn]. �

Remark 15.9. Dualizing the Euler sequence of Proposition 15.8 (and noting by Exercise 13.25 that
OPn(−1)∨ ∼= OPn(1)), we obtain the exact sequence

0→ OPn → OPn(1)n+1→ TPn → 0

that determines the tangent bundle of Pn. The canonical bundle of Pn can also be computed from the
Euler sequence: As exact sequences (and hence direct sums) are taken by Lemma 14.22 to tensor
products when taking highest alternating powers, we obtain

ωPn ∼= Λ
n+1(OPn(−1)n+1)

13.23∼= OPn(−n−1).
26

Proposition 15.10 (Conormal sequence). Let X be a hypersurface of degree d in Pn over a field of
characteristic 0. Then the cotangent sheaf of X is given by the exact sequence

0→ OX (−d)→ i∗ΩPn →ΩX → 0

on X, where OX (−d) is as in Notation 14.20 and i : X → Pn denotes the inclusion.

Proof. Let I(X) = 〈 f 〉 for a homogeneous polynomial f of degree d. The two maps in the sequence
are

OX (−d)→ i∗ΩPn , ϕ 7→ d( f ϕ) and i∗ΩPn →ΩX , dϕ 7→ d(ϕ|X ).
Note that the first map is well-defined as f ϕ is a regular function if ϕ is a section of OX (−d). We
will show on an affine open cover that it is actually a morphism of sheaves of modules, and that the
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sequence is exact. Without loss of generality, it suffices to check this on U0 = {x ∈ Pn : x0 6= 0},
where we set x0 = 1 and use x1, . . . ,xn as affine coordinates.

Note that X ∩U0 is just the zero locus of the dehomogenization f i on this open set. We set
R = K[x1, . . . ,xn] and S = R/〈 f i 〉. By the description of the pull-back and the cotangent sheaf
in Construction 14.14 and Example 15.3, respectively, the sequence of S-modules corresponding to
the given sequence of sheaves on U0 is

0→ S→ (Rdx1⊕·· ·⊕Rdxn)⊗R S→ (Sdx1⊕·· ·⊕Sdxn)/〈d f i 〉 → 0,

or in other words

0→ S→ Sdx1⊕·· ·⊕Sdxn→ (Sdx1⊕·· ·⊕Sdxn)/〈d f i 〉 → 0, (∗)
where the second non-trivial map is just the quotient, and the first is given by

ϕ 7→ d( f i
ϕ) = f i︸︷︷︸

= 0 in S

dϕ +ϕ d f i = ϕ d f i.

Hence, this first map is the S-module homomorphism that is just multiplication with d f i. We there-
fore just have to prove its injectivity to see that the sequence (∗) is exact. So assume that we have an
element ϕ ∈ S with

ϕ d f i = ϕ
∂ f i

∂x1
dx1 + · · ·+ϕ

∂ f i

∂xn
dxn

!
= 0 ∈ Sdx1⊕·· ·⊕Sdxn,

i. e. that ϕ
∂ f i

∂xk
∈ 〈 f i 〉 for all k = 1, . . . ,n. As charK = 0, at least one of these partial derivatives ∂ f i

∂xk

must be non-zero. Moreover, f i generates a radical ideal and hence has no repeated factors, and thus
by the rules of differentiation ∂ f i

∂xk
and f i are coprime. Hence, ϕ

∂ f i

∂xk
∈ 〈 f i 〉 requires ϕ ∈ 〈 f i 〉, i. e.

ϕ = 0 ∈ S. This proves the injectivity of the first map in (∗), and thus that this sequence is exact. �

Remark 15.11. If X is a smooth hypersurface in Pn we can dualize the conormal sequence and
use Lemma 14.22 to compute the tangent and canonical bundle of X : We have the exact normal
sequence

0→ TX → i∗TPn → OX (d)→ 0,
and

ωX = i∗ωPn ⊗OX (d)
15.9
= OX (d−n−1).

Note that the normal sequence means that the fibers of the line bundle OX (d) at a point P ∈ X can
be identified with the quotient TPPn/TPX , i. e. with the space of normal directions in Pn relative
to X . This explains the name “normal sequence” resp. “conormal sequence” for the statement of
Proposition 15.10; the line bundle OX (d) is also called the normal bundle of X in Pn.

Example 15.12.
(a) By Remark 15.9, we have

ΩP1 = ωP1 ∼= OP1(−2), and hence TP1 = Ω
∨
P1
∼= OP1(2).

In particular, every global section of the tangent bundle has exactly two zeros (counted with
multiplicity), as we have already mentioned in Example 13.1. Over the complex numbers
one can show that this is in fact a topological property: There is not even a continuous
nowhere-zero tangent vector field on the real 2-dimensional unit sphere. This is usually
called the “hairy ball theorem” and stated by saying that “one cannot comb a hedgehog (i. e.
a ball) without a bald spot”.

(b) For a smooth curve X of degree d in P2 we have by Remark 15.11

ΩX = ωX ∼= OX (d−3), and thus TX = Ω
∨
X
∼= OX (3−d).

Hence, in this case the zeros of e. g. a global section of the canonical bundle on X are the
same as those of a polynomial of degree d−3. Note that this was exactly our definition of
the canonical bundle (resp. divisor) in the “Plane Algebraic Curves” class [G2, Definition
8.11] — so we can see now why this is actually a canonically defined object.
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A special case is clearly when X is a plane cubic
curve, as we then have ΩX ∼= TX ∼= OX . Hence,
on such a cubic there is a nowhere-zero tangent
vector field, corresponding to the constant func-
tion 1 in OX . Over the complex numbers, it is
known that a plane cubic curve is topologically a
torus [G2, Example 5.17], and this nowhere-zero
tangent vector field is easy to visualize as in the
picture on the right.

Remark 15.13. Note that Example 15.12 also proves that a smooth plane cubic curve X is not
isomorphic to P1, as the tangent bundles of these two varieties have different properties: TX has a
nowhere-zero global section, whereas this is not the case for TP1 . Alternatively, the global sections
of TX ∼= OX form a 1-dimensional vector space over K by Corollary 7.23, whereas this space is 3-
dimensional for TP1 ∼= OP1(2) by Example 13.5 (a). In fact, this is one of the easiest ways to prove
that these two curves are not isomorphic, although it already uses rather advanced techniques of
algebraic geometry. In the next chapter we will explore in more detail how we can use properties of
the (co-)tangent bundle to prove that varieties are not isomorphic.


